
Part II - Mechanisms and examples

• Magnetization switching

• Ferromagnetic resonance

• Spin-transfer-driven magnetization dynamics

• Non-uniform magnetization configurations

• Thermal fluctuations
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the damping term in (3.127) requires that we renormalize the magnetization
after every time step or adopt other advanced approaches such as the mid-
point rule which ensures stability and second-order accuracy in the numerical
integration [33].

For the rest of our discussion, we consider a single magnetic moment M
and focus our attention on understanding the role of the damping coefficient
α in the Gilbert equation

dM
dt

= γµ0M × Heff +
α

MS
M × dM

dt
. (3.169)

We choose a single-domain, spherical grain made of magnetic material that has
uniaxial magneto-crystalline anisotropy. A constant magnetic field H = −H0 ẑ
is applied coaxial with the easy axis as shown in Figure 3.21. Given an initial
magnetization making an angle θ with respect to ẑ, we expect that M will
undergo gyroscopic revolutions and finally align itself to the applied magnetic
field. The energy density for our geometry is

W = µ0MSH0 cos θ + K sin2 θ, (3.170)

with the magnetocrystalline anisotropy initially opposing the switching of M.
Since

dW

dθ
= µ0MS

(
−H0 + Hk cos θ

)
sin θ, (3.171)

M

H

Easy Axis

Fig. 3.21. Trajectory of the magnetization vector as it undergoes gyroscopic revo-
lution and aligns itself to the applied field. θ is the angle between the easy axis and
the magnetization vector. The points where M crosses the median plane after one
rotation are marked inside squares. M is the initial magnetization, H is the applied
field, α = 0.15 and |γ| = 2π(28GHz/T).
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Magnetization switching

• In the micromagnetic approach, the central notion is that of stable equilibrium state: when stability 
is lost, it is tacitly understood that the system will “jump” to some other stable state.

• What occurs to the system when stability is lost is a dynamical aspect that must be studied by 
considering the equations for the magnetization dynamics (LLG equation).

• By the term “switching” one means situations where there are only two states involved in the 
process: the initial state which becomes unstable and a second stable state (typically with 
reversed magnetization) which the system reaches (switching mechanism) after a certain 
characteristic time (switching time).

• The key problem is to predict under what field conditions and on what time scale switching will 
take place.

• A number of questions of interest to applications can be made: Which are the conditions that will 
make the reversal particularly fast? How important is the role of damping? Are there cases where 
the magnetization remains spatially uniform during the reversal? Is the initial presence or lack of 
spatial uniformity a feature that significantly affects the conditions for magnetization reversal?



Magnetization switching strategies

• Going over energy barriers: damping-dominated switching

• Going around energy barriers: precessional switching
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Damping-dominated switching

• When the initial state becomes unstable, the system starts to precess around the anisotropy axis and 
gradually approaches the reversed state. This approach is controlled by the damping constant    .

• Trajectories traversed under nonzero damping form a fixed angle with respect to the trajectories of 
the conservative dynamics.

• The magnetization motion during switching is the same for all systems if one uses           as 
normalized time coordinate and               as normalized field intensity.
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M performs approximately a half precession turn about
Hpulse [see 3(a)]. At pulse decay time, M is oriented near
the reversed easy axis direction Mf ! "Mi and relaxes
towards it. The hard axis pulse is thus expected to induce a
precessional switching of the magnetization. The mea-
sured field pulse (gray) is displayed in Fig. 3(b), whereas
the measured (gray) and calculated (black) magnetization
responses are given in Fig. 3(c), where mX is plotted as a
function of time. The measured time evolution of mX is
well described by the simple simulation. The short pulse
induces precessional switching of the magnetization with
ultrashort measured reversal time ( " 0:9mX to #0:9mX)
Tswitch ! 165 ps. Furthermore, no significant precession
after pulse decay is present in mX, neither in the measured
data nor in the simulation and long wavelength magnetic
excitations after pulse decay (ringing) are suppressed.
The pulse very nearly matches the half precessional
turn Tpulse $ 1

2Tprec and, thus, the magnetization switches
quasiballistically [8], i.e., with a close to optimum tra-
jectory towards the reversed direction. This quasiballistic
switching represents the fundamental ultrafast limit of

field induced magnetization reversal for the given field
amplitude.

The trajectory in Fig. 3(d) is the calculated response to
a 205 Oe, 240 ps pulse. Because of the higher field and
longer pulse duration time, M now performs a full 360%

rotation about Hpulse before the pulse decays. Upon pulse
termination, M is in this case oriented near the initial
easy direction Mi and relaxes towards the latter.
Therefore, in spite of strong precession during pulse ap-
plication, no effective magnetization reversal takes place.
The corresponding pulses and magnetization responses
are found in Figs. 3(e) and 3(f), respectively. Now, during
pulse application, mX oscillates from the initial direction
to the reversed orientation and back. The pulse matches
here a full precessional rotation Tpulse $ Tprec. Again,
only little ringing is found following pulse termination.

For weak damping and sufficiently high field strengths
[7,14], higher ratios of Tpulse=Tprec can reveal consecutive
regions of precessional higher order switching and non-
switching. Switching then occurs whenever Tpulse $
&n# 1

2'Tprec with n ! 0; 1; 2; . . . being the order of the
switching event. In contradistinction, no effective cell
reversal will occur whenever Tpulse $ nTprec. This effect
can be clarified using the macrospin trajectory in
Fig. 2(d). Stopping the pulse at a point of the precession
trajectory with a positive value of mX (i.e., on the right-
hand side of the dashed vertical line mX ! 0) will lead to
relaxation into the reversed magnetization state (switch),
whereas pulse termination at mX < 0 will result in re-
laxation back to the initial state (no switch).

This oscillatory nature of precessional switching by
hard axis pulses is well observed in Fig. 4. In 4(a), the
measured response of mX to a 305 ps, 272 Oe pulse
is plotted as a function of time. In 4(b), the response of
mX to a series of pulses with Hpulse ! 272 Oe [21] and
Tpulse ! 200; . . . ; 900 ps (10 ps increments) is plotted as a
gray scale map, as a function of time and pulse duration.
The curve in 4(a) is a section through the data in 4(b)
along the horizontal dashed line. As seen in 4(a), the
305 ps pulse induces a first order (n ! 1) precessional
switch (Tpulse $ 1:5Tprec). M rotates one and a half times
about Hpulse during pulse application. However, the pulse
parameters are not well tailored to 1.5 precessional rota-
tions. As a consequence, M is not fully aligned with the
reversed easy direction upon pulse termination resulting
in a residual precession [see arrows (1)]. For the given
pulse, full alignment of M with the final easy axis direc-
tion takes more than 1 ns. The precession limited effec-
tive reversal time is thus considerably longer than the
switching pulse duration of only 305 ps. This emphasizes
the importance of a precise control of the pulse parame-
ters to achieve ultrafast quasiballistic switching.

The multiple oscillations of M about Hpulse for longer
pulses can also be seen in Fig. 4(b). The oscillation
maxima of mX (light regions running vertically) are
marked by the black dots and numbers 0–3 on the upper

FIG. 3. Precessional switching of a SV cell. Calculated tra-
jectories of precessional switching (a) and nonswitching (d) in
the mX-mZ plane. For switching, the field pulse is stopped after
a 180% precessional turn (a) (Hpulse ! 81 Oe, Tpulse ! 175 ps).
Higher fields and longer pulse durations (Hpulse ! 205 Oe,
Tpulse ! 240 ps) induce a full 360% rotation (d) (no switch).
Field (b) and magnetization component mX (c) vs time
for Hpulse ! 81 Oe, Tpulse ! 175 ps. Gray dots: experiment;
black lines: simulation. mX switches within Tswitch ! 165 ps.
No residual precession is found indicating quasiballistic
reversal. Field (e) and mX (f) vs time for Hpulse ! 205 Oe,
Tpulse ! 240 ps.
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We demonstrate a quasiballistic switching of the magnetization in a microscopic magnetoresistive
memory cell. By means of time resolved magnetotransport, we follow the large angle precession of the
free layer magnetization of a spin valve cell upon application of transverse magnetic field pulses.
Stopping the field pulse after a 180! precession rotation leads to magnetization reversal with reversal
times as short as 165 ps. This switching mode represents the fundamental ultrafast limit of field induced
magnetization reversal.

DOI: 10.1103/PhysRevLett.90.017204 PACS numbers: 75.60.Jk, 85.70.Kh

The fundamental ultrafast limit of field induced mag-
netization reversal in ferromagnets is directly related to
the precession frequency of the magnetization [1] upon
application of a magnetic field pulse. When applying a
field oriented mainly antiparallel to the initial mag-
netization M, M has to undergo multiple precessional
oscillations about the local effective field to reach full
alignment with the reversed equilibrium direction [2–4].
The resulting reversal times are thus considerably longer
than one precession period and are generally of the order
of nanoseconds. A novel approach towards ultrafast mag-
netization reversal is the so-called precessional switching
of magnetization [5–9]. Here, application of fast rising
field pulses perpendicular to the initial direction of M
initiates a large angle precession [10–12] that is used to
reverse the magnetization. The ultimate switching speed
could then be reached by stopping the field pulse exactly
after a 180! precessional rotation [7,8]. This way, mag-
netization reversal in microscopic magnetic memory cells
by field pulses as short as 140 ps has recently been
demonstrated [13,14]. However, due to the lack of time
resolution in these experiments, the effective reversal
times are yet unknown and could be limited to several
nanoseconds by the decay time of residual magnetic
precession (‘‘ringing’’) upon field pulse termination
[10–12]. According to theoretical predictions [8], how-
ever, an exact control of the pulse parameters should
allow one to switch the magnetization on so-called bal-
listic trajectories characterized by the absence of ringing
and thus to reach the fundamental limit of reversal speed.

In this Letter, we experimentally explore the funda-
mental limit of ultrafast magnetization reversal times in a
microscopic memory cell. By measuring the time re-
solved magnetoresistance response of a spin valve during
application of transverse field pulses, we follow the pro-
nounced precession of the cell’s free layer magnetization.
Stopping the field pulse exactly after a half precessional
rotation induces a quasiballistic reversal characterized by
switching times as short as 165 ps and, within measure-

ment accuracy, by a complete suppression of long wave-
length magnetic excitations after field pulse decay.

An optical micrograph of a microscopic magnetic
cell used in our experiments is shown in Fig. 1(a). The
stadium shaped spin valve (SV) of 5 !m"2:3 !m lateral
dimensions consists of Ta 65 !A=NiFe 40 !A=MnIr 80 !A=
CoFe 43 !A=Cu 24 !A=CoFe 20 !A=NiFe 30 !A=Ta 8 !A. The
exchange bias field defining the direction of the pinned
magnetic layer and the magnetic easy axis of the free
layer are oriented along the long dimension of the cell.
The electrical contacts (C1,C2) allow one to measure the
cell’s giant magnetoresistance and thus to derive the
average angle between the magnetization of the free and
of the pinned layer [15]. Because of the overlap between
the contact pads and the SV, the measured magnetoresis-
tance (MR) is dominated by the magnetization orienta-
tion in the 2:1 !m wide center region not covered by the
two contacts. The field pulses Hpulse are generated by
current pulse injection into a buried pulse line (PL). All
electrical lines are integrated into high bandwidth copla-
nar waveguides. Flowing a dc current through the SV
during pulse application allows one to measure the SV’s

FIG. 1. Magnetic memory cell used in the experiments.
(a) Optical micrograph. Spin valve cell (SV) with electrical
contacts (C1, C2, surrounded by the dotted lines) and buried
pulse line (PL, marked by the white dashed line). (b) Sketch of
the magnetic field configuration Hpulse (along y) is applied
perpendicular to the initial and final magnetization Mi, Mf.
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• Precessional switching is fast, so it is a good approximation to neglect the effect of damping and 
assume that the magnetization motion is conservative during the switching process.

• Precessional switching is possible when there exists a conservative trajectory under nonzero field 
visiting both of the states (initial and reversed magnetization) that are stable under zero field.

• Since the field induces a persistent precessional motion, precessional switching occurs only if the 
field is switched off at the right time.

• Therefore, there exists a regular sequence of time windows inside which the field should be 
switched off in order to produce switching.

• After the field is switched off, the magnetization reaches the final stable state of reversed 
magnetization by oscillations of decreasing amplitude controlled by damping (“ringing” effect).
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Ferromagnetic resonance

• Magnetization tends to precess around the effective field.

• Because of stiffness brought about by exchange interactions, magnetization precession in 
ferromagnets tends to be coherent in space.

• There are situations, typically uniformly magnetized particles with convenient shape, subject to 
some external dc magnetic field, in which uniform and coherent precession of the magnetization 
around its equilibrium orientation is one of the natural oscillation modes for the system (“Kittel” 
mode).

• The associated precessional angular frequency       depends on the dc magnetic field as well as 
on the geometrical shape of the particle.

• Resonance occurs when a small rf magnetic field is applied transversally to the equilibrium 
magnetization and its frequency is equal to      .

• When the rf field amplitude is increased, nonlinear effects appear in the form of distortions in the 
dynamic susceptibility curve (“foldover” effects).
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• Ellipsoidal particle with principal axes along x, y, z; 
crystal anisotropy is neglected

• Demagnetizing factors are: 
• Demagnetizing field is spatially uniform if particle 

is uniformly magnetized
• There exist exact spatially uniform solutions to the 

LLG equation
• External dc magnetic field is applied along z axis
•                  is a stable equilibrium orientation for m
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Kittel frequency
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Ferromagnetic resonance curves
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Fig. 3.17. Eigenvectors of the susceptibility tensor representing (a) resonant and
(b) non-resonant circular precession.

where

χ′
+ = Re{χ+} =

Z − Ω

(Z − Ω)2 + Ω2α2
, (3.152)

χ′′
+ = Im{χ+} =

Ωα

(Z − Ω)2 + Ω2α2
. (3.153)

These functions are plotted in Figure 3.18. The imaginary part of χ+ is
responsible for damping. The maximum value of χ′′

+ as the field Z is varied is
1/(Ωα) and occurs when Z − Ω = 0. The full width at half-maximum ∆Z is
obtained as follows:

Fig. 3.18. Real and imaginary parts of the resonant susceptibility χr in the presence
of damping.
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Nonlinear effects (foldover)

7.5 Nonlinear Ferromagnetic Resonance, Foldover Switching 181

FIGURE 7.14 Top: Magnified view of right-hand corner of det A0 < 0 region
shown in Fig. 7.12 for the case of a soft magnetic thin film. Horizontal dashed
lines: haz field variations for resonance experiments with rf field amplitudes
ha? = 0.01, 0.02, 0.03. Curved dashed line: ⇤0 = 0 nonlinear resonance condition
(Eq. (7.65)). A and B: saddle–node bifurcation points where instability in system
response may occur. Bottom: Absorbed power (Eqs (7.62) and (7.64)) for ha? =
0.01, 0.02, 0.03 with representation of foldover jumps taking place for the highest
rf field amplitude at points A and B. System parameters: � = 0.1, ⇥eff = �1. Field
frequency: ⌅ = 0.5.

by the equation:
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This is the curved dashed line shown in Fig. 7.14.
When ⇥eff is negative and large enough, the distortion of the absorbed

power profile can become so important that the system becomes unstable
and hysteretic jumps appear in the absorbed power. This phenomenon
has been observed and is known in the literature as “foldover” [590,254].
Foldover effects are properly understood by using the bifurcation analysis
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Spin-transfer-driven magnetization dynamics
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a nanopillar between P and AP states depending on the current 
polarity. !is latter identi"cation is of substantial interest for spin-
transfer-torque magnetic random access memories (STT-MRAM). 
Experiments also show that spin-transfer torques lead to mag-
netic states that would be inaccessible with magnetic "elds alone, 
which can form the basis of new spin-based devices. For instance, 
a spin current can drive a magnetic layer into a state of maximum 
magnetic energy8, as if the e#ective dissipation acting on the layer 
changed sign owing to the presence of the spin torque9. Spin-
transfer e#ects have also been observed in samples that consist of 
just a single magnetic layer, showing that a distinction between 
"xed polarizing and free layer is not essential10 (Fig. 2c). Most sig-
ni"cant for the fundamentals of spin-transfer torque devices; a d.c. 
spin current was shown to lead to narrow band voltage noise in 
the microwave (gigahertz) range and the spin torque drives per-
sistent oscillations of the magnetization11. Oscillations at gigahertz 
frequencies have been seen in nanopillars, nanocontacts, all metal-
lic structures and magnetic tunnel junctions. In contrast, Oersted 
"elds from a d.c. current can lead to magnetization reorientation 
but not to long-term magnetization precession and gigahertz noise. 
!is clearly demonstrates that spin torques produce fundamentally 
new types of magnetic excitations and is also of great interest for 
electric-current controllable microwave oscillators.

!e understanding of current-induced magnetization dynamics 
is based on the consensus that ferromagnetic magnetization dynam-
ics is determined by the Landau–Lifshitz–Gilbert–Slonczewski 
(LLGS) equation

 = –ym×H e" + αm ×       +τ∂m
∂t

∂m
∂t  (1)

where m is a unit vector along the magnetization direction, γ = gμB/ħ 
the gyromagnetic ratio, where μB is the Bohr magneton and g is 
the Lande g-factor, He# is an e#ective magnetic "eld determined 
by the external magnetic "eld as well as the exchange sti#ness, 
dipole "eld and anisotropy "eld caused by the spin–orbit interac-
tion, α is the Gilbert damping constant causing relaxation of the 
magnetization to its equilibrium orientation12,13, and τ denotes the 

current-induced torques, which are at the centre of our attention. 
Figure 3 illustrates the magnetization dynamics described by equa-
tion  (1). !e "rst term on the right side of equation  (1) leads to 
precession of the magnetization about the e#ective magnetic "eld 
direction. !e second term leads to relaxation of the magnetization 
towards this "eld.

Spin-transfer torques can be understood as follows. In a 
ferromagnetic metal, electron spins that are parallel to magnetiza-
tion and spins that are antiparallel to magnetization typically have 
vastly di#erent electronic structures. Spins that are non-collinear 
with respect to the magnetization direction are not eigenstates of 
the ferromagnet, but can be described as a coherent linear com-
bination of majority and minority electron spins. If injected into a 
normal-metal/ferromagnet interface, these states precess on time 
and length scales that depend on the orbital part of the wavefunc-
tion. In high-electron-density transition metal ferromagnets such 
as Co, Ni and Fe a large number of states are available around the 
Fermi energy. Beyond a transverse magnetic coherence length, 
which in these materials is larger than the Fermi wavelength, typi-
cally on the scale of 1  nm, a transversely polarized spin current 
cannot persist14–16. When spin angular momentum is conserved, 
this destruction of transverse angular momentum is according to 
de"nition equal to a torque. Using conservation of spin angular 
momentum, the Slonczewski torque τS = (∂m/∂t)STT reads

 τs = –
2eMsV

m×(m×Is)
γħ  (2)

where Ms is the saturation magnetization and V is the volume of 
the ferromagnet. !e spin current IS depends on the geometry and 
materials combination of the device. In symmetric ferromagnet–
normal-metal–ferromagnet systems (spin valves) the expression 
for the spin current is especially simple. Let us denote a unit vec-
tor along the magnetization of the le% (right) layer ml (mr). When 
the ferromagnet is wider than the transverse spin coherence length, 
the spin current in the le% (right) layer must be of the form ml 
pI (mr pI), where the polarization p is the same in both symmet-
ric layers and is a function of the relative angle between the two 
magnetizations and I is the charge current. Assuming spin angu-
lar momentum is conserved, the spin-transfer torque on the le% 
(right) layer is then

 τl = m l×(m l×mr)p         IMsVe
γ

  (3)

A similar expression can be found for the torque on the right 
ferromagnet τr by substituting ml ↔ mr, changing the overall sign, 
and introducing di#erent magnetizations and volumes of the le% 
and right layers. A subtle yet interesting fundamental point is that 
the symmetry of the torques on the le% and right layers does not 
re&ect transfer of angular momentum between the layers, but instead 
transfer of angular momentum from the itinerant &ow of the spin 
current to the magnets. !e itinerant spin-current &ow is built up 
by the exchange of angular momentum with the lattice reservoirs.

In general, in asymmetric layered systems, a "eld-like torque 
correction to Slonczewski’s torque (equation (4)) is also allowed

 τsβ = – 2eMsV
γħ βsm×Is  (4)

and βS gives the relative strength with respect to the Slonczewski 
torque in equation (3). !e "eld-like torque is typically very small 
in a metallic spin valve as transverse spins dephase rapidly17,18. We 
also note that the e#ective "eld-like torque changes the frequency 
of the magnetization’s precessional motion. !us the threshold 

Spin-transfer
torque

Field-like torque

Precession
m × He"

He" Damping

m

Figure 3 | Illustration of the LLGS dynamics (equation 1). The 
magnetization (m) precesses about the e!ective field direction (He!). The 
green arrow illustrates the dissipative (damping) torque that tends to move 
the magnetization toward the e!ective field direction. The red arrow is the 
spin-transfer torque and the light-blue arrow is the e!ective field torque 
with an electron spin polarization collinear with the e!ective field.
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Microwave oscillations in nanopillars
S. I. Kiselev et al., Nature 425, 380 (2003)

On the basis of the agreement with equation (1) we identify the
initial signals as arising from small-angle elliptical precession of the
free layer, thereby confirming pioneering predictions that spin-
transfer can coherently excite this uniform spin-wave mode2. We
can make a rough estimate for the amplitude of the precession
angle, vmax, and the misalignment vmis between the precession axis
and the fixed-layer moment (induced by the applied field), based on
the integrated microwave power measured about f and 2f (Pf and
P2f). Assuming for simplicity that v(t) ¼ vmis þ vmaxsin(qt), that

the angular variation in resistance DR(v) ¼ DRmax(1 2 cos(v))/2,
and that jvmis ^ vmaxj ,, 1, we calculate:

v4max <
512P2f R

DR2
maxI

2
ð2Þ

v2mis <
32Pf R

DR2
maxI

2v2max

ð3Þ

where R ¼ 12.8Q and DRmax ¼ 0.11Q is the resistance change
between P and AP states. For the spectrum from sample 1 in the
inset to Fig. 1c, we estimate that vmis < 98, and the precessional
signal first becomes measurable above background when
vmax < 108.
With increasing currents, the nanomagnet exhibits additional

dynamical regimes. As I is increased beyond 2.4mA to 3.6mA for
sample 1, the microwave power grows by two orders of magnitude,
peak frequencies shift abruptly, and the spectrum acquires a
significant low-frequency background (Fig. 1c). In many samples
(including sample 2 below) the background becomes so large that
some spectral peaks are difficult to distinguish. Within this large-
amplitude regime, peaks shift down in frequency with increasing
current (Fig. 1f). The large-amplitude signals persist for I up to
6.0mA, where the microwave power plummets sharply at the same
current for which there is a shoulder in dV/dI. The state that appears
thereafter has a d.c. resistance 0.04Q lower than the AP state and

 

 

 

   

 

 

 
 

  

 

 

 

  

Figure 1 Resistance and microwave data for sample 1. a, Schematic of the sample
with copper layers (orange), cobalt (blue), platinum (green) and SiO2 insulator (grey),

together with the heterodyne mixer circuit. Different preamplifiers and mixers allow

measurements over 0.5–18 GHz or 18–40 GHz. b, Differential resistance versus current
for magnetic fields of 0 (bottom), 0.5, 1.0, 1.5, 2.0 and 2.5 kOe (top), with current sweeps

in both directions. At H ¼ 0, the switching currents are I c
þ ¼ 0.88mA and

I c
2 ¼ 20.71mA, and DR max ¼ 0.11Q between the P and AP states. Coloured dots on

the 2 kOe curve correspond to spectra shown in c. Inset to b, Magnetoresistance near
I ¼ 0. Red and black indicate different directions of magnetic-field sweep. c, Microwave
spectra (with Johnson noise subtracted) for H ¼ 2.0 kOe, for I ¼ 2mA (bottom), 2.6, 3.6,

5.2 and 7.6 mA (top). We plot power density divided by I 2 to facilitate comparisons of the

underlying changes in resistance at different current values. Inset to c, Spectrum at

H ¼ 2.6 kOe and I ¼ 2.2mA, for which both f and 2f peaks are visible on the same scan.

d, Microwave spectra at H ¼ 2.0 kOe, for current values from 1.7 to 3.0mA in 0.1-mA

steps, showing the growth of the small-amplitude precessional peak and then a transition

in which the second harmonic signal of the large-amplitude regime appears. e, Magnetic-
field dependence of the small-amplitude signal frequency (top) and the frequency of the

fundamental in the large-amplitude regime at I ¼ 3.6 mA (bottom). The line is a fit to

equation (1). f, Microwave power density (in colour scale) versus frequency and current for
H ¼ 2.0 kOe. The black line shows dV/dI versus I from b. P JN is the Johnson-noise power

level. The curves in b, c and d are offset vertically.

 

  

Figure 2 Resistance and microwave data for sample 2. Sample 2 has, at H ¼ 0,

I c
þ ¼ 1.06mA, I c

2 ¼ 23.22mA, parallel-state resistance (including top-contact and

lead resistances) 17.5Q, DR max ¼ 0.20Q between the P and AP states, and

4pM eff ¼ 12 kOe. a, Microwave power above Johnson noise in the frequency range
0.1–18 GHz, plotted in colour scale versus I and H. I is swept from negative to positive

values. These data were collected without the mixer circuit by measuring the power with a

detector diode after amplification. The dotted white line shows the position of the AP to P

transition when I is swept positive to negative. b, Differential resistance plotted in colour
scale for the same region of I and H. A smooth current-dependent, H-independent

background (similar to that of Fig. 1b) is subtracted to better display the different

regimes of resistance. Resistance changes are measured relative to the parallel state.

c, Room-temperature experimental dynamical stability diagram extracted from a and b.
P indicates parallel orientation, AP antiparallel orientation, P/AP parallel/antiparallel

bistability, S the small-amplitude precessional regime, L the large-amplitude dynamical

regime, and W a state with resistance between P and AP and only small microwave

signals. The coloured dots in c correspond to the microwave spectra at H ¼ 500 and

1,100 Oe shown in d.
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On the basis of the agreement with equation (1) we identify the
initial signals as arising from small-angle elliptical precession of the
free layer, thereby confirming pioneering predictions that spin-
transfer can coherently excite this uniform spin-wave mode2. We
can make a rough estimate for the amplitude of the precession
angle, vmax, and the misalignment vmis between the precession axis
and the fixed-layer moment (induced by the applied field), based on
the integrated microwave power measured about f and 2f (Pf and
P2f). Assuming for simplicity that v(t) ¼ vmis þ vmaxsin(qt), that

the angular variation in resistance DR(v) ¼ DRmax(1 2 cos(v))/2,
and that jvmis ^ vmaxj ,, 1, we calculate:

v4max <
512P2f R

DR2
maxI

2
ð2Þ

v2mis <
32Pf R

DR2
maxI

2v2max

ð3Þ

where R ¼ 12.8Q and DRmax ¼ 0.11Q is the resistance change
between P and AP states. For the spectrum from sample 1 in the
inset to Fig. 1c, we estimate that vmis < 98, and the precessional
signal first becomes measurable above background when
vmax < 108.
With increasing currents, the nanomagnet exhibits additional

dynamical regimes. As I is increased beyond 2.4mA to 3.6mA for
sample 1, the microwave power grows by two orders of magnitude,
peak frequencies shift abruptly, and the spectrum acquires a
significant low-frequency background (Fig. 1c). In many samples
(including sample 2 below) the background becomes so large that
some spectral peaks are difficult to distinguish. Within this large-
amplitude regime, peaks shift down in frequency with increasing
current (Fig. 1f). The large-amplitude signals persist for I up to
6.0mA, where the microwave power plummets sharply at the same
current for which there is a shoulder in dV/dI. The state that appears
thereafter has a d.c. resistance 0.04Q lower than the AP state and

 

 

 

   

 

 

 
 

  

 

 

 

  

Figure 1 Resistance and microwave data for sample 1. a, Schematic of the sample
with copper layers (orange), cobalt (blue), platinum (green) and SiO2 insulator (grey),

together with the heterodyne mixer circuit. Different preamplifiers and mixers allow

measurements over 0.5–18 GHz or 18–40 GHz. b, Differential resistance versus current
for magnetic fields of 0 (bottom), 0.5, 1.0, 1.5, 2.0 and 2.5 kOe (top), with current sweeps

in both directions. At H ¼ 0, the switching currents are I c
þ ¼ 0.88mA and

I c
2 ¼ 20.71mA, and DR max ¼ 0.11Q between the P and AP states. Coloured dots on

the 2 kOe curve correspond to spectra shown in c. Inset to b, Magnetoresistance near
I ¼ 0. Red and black indicate different directions of magnetic-field sweep. c, Microwave
spectra (with Johnson noise subtracted) for H ¼ 2.0 kOe, for I ¼ 2mA (bottom), 2.6, 3.6,

5.2 and 7.6 mA (top). We plot power density divided by I 2 to facilitate comparisons of the

underlying changes in resistance at different current values. Inset to c, Spectrum at

H ¼ 2.6 kOe and I ¼ 2.2mA, for which both f and 2f peaks are visible on the same scan.

d, Microwave spectra at H ¼ 2.0 kOe, for current values from 1.7 to 3.0mA in 0.1-mA

steps, showing the growth of the small-amplitude precessional peak and then a transition

in which the second harmonic signal of the large-amplitude regime appears. e, Magnetic-
field dependence of the small-amplitude signal frequency (top) and the frequency of the

fundamental in the large-amplitude regime at I ¼ 3.6 mA (bottom). The line is a fit to

equation (1). f, Microwave power density (in colour scale) versus frequency and current for
H ¼ 2.0 kOe. The black line shows dV/dI versus I from b. P JN is the Johnson-noise power

level. The curves in b, c and d are offset vertically.

 

  

Figure 2 Resistance and microwave data for sample 2. Sample 2 has, at H ¼ 0,

I c
þ ¼ 1.06mA, I c

2 ¼ 23.22mA, parallel-state resistance (including top-contact and

lead resistances) 17.5Q, DR max ¼ 0.20Q between the P and AP states, and

4pM eff ¼ 12 kOe. a, Microwave power above Johnson noise in the frequency range
0.1–18 GHz, plotted in colour scale versus I and H. I is swept from negative to positive

values. These data were collected without the mixer circuit by measuring the power with a

detector diode after amplification. The dotted white line shows the position of the AP to P

transition when I is swept positive to negative. b, Differential resistance plotted in colour
scale for the same region of I and H. A smooth current-dependent, H-independent

background (similar to that of Fig. 1b) is subtracted to better display the different

regimes of resistance. Resistance changes are measured relative to the parallel state.

c, Room-temperature experimental dynamical stability diagram extracted from a and b.
P indicates parallel orientation, AP antiparallel orientation, P/AP parallel/antiparallel

bistability, S the small-amplitude precessional regime, L the large-amplitude dynamical

regime, and W a state with resistance between P and AP and only small microwave

signals. The coloured dots in c correspond to the microwave spectra at H ¼ 500 and

1,100 Oe shown in d.
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40 nm Co / 10 nm Cu / 3 nm Co
room temperature

70 x 130 nm2 elliptic nanopillar

On the basis of the agreement with equation (1) we identify the
initial signals as arising from small-angle elliptical precession of the
free layer, thereby confirming pioneering predictions that spin-
transfer can coherently excite this uniform spin-wave mode2. We
can make a rough estimate for the amplitude of the precession
angle, vmax, and the misalignment vmis between the precession axis
and the fixed-layer moment (induced by the applied field), based on
the integrated microwave power measured about f and 2f (Pf and
P2f). Assuming for simplicity that v(t) ¼ vmis þ vmaxsin(qt), that

the angular variation in resistance DR(v) ¼ DRmax(1 2 cos(v))/2,
and that jvmis ^ vmaxj ,, 1, we calculate:

v4max <
512P2f R

DR2
maxI

2
ð2Þ

v2mis <
32Pf R

DR2
maxI

2v2max

ð3Þ

where R ¼ 12.8Q and DRmax ¼ 0.11Q is the resistance change
between P and AP states. For the spectrum from sample 1 in the
inset to Fig. 1c, we estimate that vmis < 98, and the precessional
signal first becomes measurable above background when
vmax < 108.
With increasing currents, the nanomagnet exhibits additional

dynamical regimes. As I is increased beyond 2.4mA to 3.6mA for
sample 1, the microwave power grows by two orders of magnitude,
peak frequencies shift abruptly, and the spectrum acquires a
significant low-frequency background (Fig. 1c). In many samples
(including sample 2 below) the background becomes so large that
some spectral peaks are difficult to distinguish. Within this large-
amplitude regime, peaks shift down in frequency with increasing
current (Fig. 1f). The large-amplitude signals persist for I up to
6.0mA, where the microwave power plummets sharply at the same
current for which there is a shoulder in dV/dI. The state that appears
thereafter has a d.c. resistance 0.04Q lower than the AP state and

 

 

 

   

 

 

 
 

  

 

 

 

  

Figure 1 Resistance and microwave data for sample 1. a, Schematic of the sample
with copper layers (orange), cobalt (blue), platinum (green) and SiO2 insulator (grey),

together with the heterodyne mixer circuit. Different preamplifiers and mixers allow

measurements over 0.5–18 GHz or 18–40 GHz. b, Differential resistance versus current
for magnetic fields of 0 (bottom), 0.5, 1.0, 1.5, 2.0 and 2.5 kOe (top), with current sweeps

in both directions. At H ¼ 0, the switching currents are I c
þ ¼ 0.88mA and

I c
2 ¼ 20.71mA, and DR max ¼ 0.11Q between the P and AP states. Coloured dots on

the 2 kOe curve correspond to spectra shown in c. Inset to b, Magnetoresistance near
I ¼ 0. Red and black indicate different directions of magnetic-field sweep. c, Microwave
spectra (with Johnson noise subtracted) for H ¼ 2.0 kOe, for I ¼ 2mA (bottom), 2.6, 3.6,

5.2 and 7.6 mA (top). We plot power density divided by I 2 to facilitate comparisons of the

underlying changes in resistance at different current values. Inset to c, Spectrum at

H ¼ 2.6 kOe and I ¼ 2.2mA, for which both f and 2f peaks are visible on the same scan.

d, Microwave spectra at H ¼ 2.0 kOe, for current values from 1.7 to 3.0mA in 0.1-mA

steps, showing the growth of the small-amplitude precessional peak and then a transition

in which the second harmonic signal of the large-amplitude regime appears. e, Magnetic-
field dependence of the small-amplitude signal frequency (top) and the frequency of the

fundamental in the large-amplitude regime at I ¼ 3.6 mA (bottom). The line is a fit to

equation (1). f, Microwave power density (in colour scale) versus frequency and current for
H ¼ 2.0 kOe. The black line shows dV/dI versus I from b. P JN is the Johnson-noise power

level. The curves in b, c and d are offset vertically.

 

  

Figure 2 Resistance and microwave data for sample 2. Sample 2 has, at H ¼ 0,

I c
þ ¼ 1.06mA, I c

2 ¼ 23.22mA, parallel-state resistance (including top-contact and

lead resistances) 17.5Q, DR max ¼ 0.20Q between the P and AP states, and

4pM eff ¼ 12 kOe. a, Microwave power above Johnson noise in the frequency range
0.1–18 GHz, plotted in colour scale versus I and H. I is swept from negative to positive

values. These data were collected without the mixer circuit by measuring the power with a

detector diode after amplification. The dotted white line shows the position of the AP to P

transition when I is swept positive to negative. b, Differential resistance plotted in colour
scale for the same region of I and H. A smooth current-dependent, H-independent

background (similar to that of Fig. 1b) is subtracted to better display the different

regimes of resistance. Resistance changes are measured relative to the parallel state.

c, Room-temperature experimental dynamical stability diagram extracted from a and b.
P indicates parallel orientation, AP antiparallel orientation, P/AP parallel/antiparallel

bistability, S the small-amplitude precessional regime, L the large-amplitude dynamical

regime, and W a state with resistance between P and AP and only small microwave

signals. The coloured dots in c correspond to the microwave spectra at H ¼ 500 and

1,100 Oe shown in d.
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W. H. Rippard et al.,
Phys. Rev. Lett. 92, 027201 (2004)

Microwave oscillations in nanocontacts

Typically the onset of the dynamics occurs only in the
vicinity of a feature (step, peak, or kink) in dV=dI, and
the relative position of this onset varies with H.

To better understand the possible trajectories of these
excitations, we compare our results with simulations that
assume an isolated single-domain particle (40 nm!
40 nm) whose behavior is described by a modified
Landau-Lifshitz-Gilbert (LLG) equation proposed by
Slonczewski [1]. This only approximates the point contact
geometry, where the region undergoing dynamic excita-
tions is coupled to a continuous film by intralayer
exchange. For example, effects associated with the for-
mation of domain walls between the region under the
contact area and the rest of the free layer are not included,
nor are effects of spin-wave radiation damping [1]. Finite-
temperature effects are included through a randomly
fluctuating field [10].

The simulations show two basic regimes of motion for
in-plane fields. At low current, when oscillations begin,
the magnetization M precesses in a nearly elliptical mode
about H and the time-averaged magnetization hMi lies
parallel to H. As I increases, the trajectories become
nonelliptical and have greater excursion angles with
respect to H. However, M continues to precess about
the applied field, while hMi changes from parallel to
antiparallel alignment with H. Within this regime, the
simulated excitation frequency decreases approximately
linearly with I, in agreement with the data shown in
Fig. 1(b). Furthermore, jdf=dIj increases with increasing
H, also in agreement with our measurements. As I is

further increased, the second regime is reached and the
simulations show M precessing out-of-plane with the
precession frequency increasing with current. Con-
sequently, we infer that the observed excitations corre-
spond only to in-plane precession, perhaps due to a lack of
stability of the trajectories in our devices, or because the
devices are unable to support sufficient current densities.
It may also indicate a need to incorporate micromagnetic
effects in the modeling.

The measured linewidths are quite narrow, indicating
that the excitations can be considered coherent single-
mode oscillations. The peaks in Fig. 1(b) have full-width-
at-half-maximum (FWHM) of "20 MHz and voltage
(power) quality factors Q # f=$FWHM% of "350 $600%,
with particular values depending on I. The FWHMs of
the excitations only weakly depend on H, leading to
values of Q > 500 for f > 30 GHz. Analogous line-
widths in ferromagnetic resonance (FMR) measurements
would give damping parameters of ! # 1–5! 10&4, with
the particular value depending on H [11]. Our modeling
requires ! # 0:5–1! 10&3 to produce similar linewidths
at 300 K. Either analysis gives values of ! much smaller
than values obtained through field-induced excitations of
Ni80Fe20 thin films (! # 0:01 to 0.005) [12,13]. Line-
widths we have measured in nanopillar devices (not
shown here) are about a factor of 5 larger than those
measured in point contacts, showing that the narrowness
of these peaks is not a general result for current-induced
excitations. The lack of physical magnetic edges in point
contact devices may account for their narrow linewidths
in comparison to nanopillars. Increased linewidths and
effective damping are often found in magnetic nano-
structures, resulting from M at the edges of patterned
devices lagging M at the center of the device during
large-angle oscillations [13].

Figure 2(a) shows the measured frequencies as a func-
tion of in-plane field. The data correspond to the highest-
frequency (lowest-current) excitation observed at a given
H. Below "0H # 50 mT no excitations are seen. Around
"0H # 0:6 T the excitation amplitude begins to drop and
by "0H > 1 T is below our noise floor. The data are fit
using the Kittel equation for in-plane magnon generation,
excluding dipole effects, appropriate for the thin-film
limit [14]:

f$H% # $g"B"0=h%'$H (Hsw (Hk (Meff%
! $H (Hsw (Hk%)1=2; (1)

where Hsw # Dk2=$g"B"0%, D is the exchange stiffness,
g is the Landé factor, k is the magnon wave number, Meff
is the effective magnetization, Hk is the anisotropy field,
"0 is the permeability of free space, h is Planck’s con-
stant, and "B is the Bohr magneton. In fitting the data, k
and g are treated as free parameters while fixed values
of "0Meff # 0:8 T and "0Hk # 0:4 mT are used, as de-
termined from magnetometry measurements. The fit

FIG. 1. (a) dV=dI vs I with "0H # 0:1 T. (b) High frequency
spectra taken at several different values of current through the
device, corresponding to the symbols in (a). Variation of f with
I (inset).
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Competition between damping and current
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• Under zero current, the energy can only decrease, so the only admissible process is relaxation 
toward local energy minima and the only possible persistent states are stationary modes.

• Under nonzero current, the rate of change of energy has no longer a definite sign and stable 
limit cycles (i.e., persistent magnetization oscillations) become possible.
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Stability diagram
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• The magnetization dynamics excited by the current is indistinguishable from the free 
precessional motion taking place under no current and negligible damping.

• The frequency of current-induced precession coincides with the frequency of free 
precession of the same amplitude. The current does not contribute to the field torque 
that determines the frequency of the precession.

• The effect of the current is to select a particular precessional amplitude and to elevate 
it to stable current-induced precession.



• Rigid configurations moving by preserving their integrity: domain 
walls, vortex structures

• Parametrized descriptions by collective variables

• Wave-like propagating disturbances: spin waves

• Magnetostatic waves and exchange waves

• Nonuniform modes in confined structures

Non-uniform magnetization configurations



head or magnetic random memory access !MRAM", and !iii"
submicron elements are potential candidates for ultrahigh-

density data storage.3,8,9

II. NUMERICAL METHOD AND SAMPLE

SPECIFICATIONS

The numerical approach, based on the hybrid finite-

element–boundary-integral method !FEM-BIM",10 is em-
ployed to study the nonuniform arrangement of the magne-

tization. The energy of the system is modeled to include the

exchange, stray field, and Zeeman terms. An equilibrium

magnetic configuration is obtained by seeking a minimum in

the total energy of the system. The minimization is achieved

self-consistently; that is, the stray field is first calculated us-

ing an assumed magnetic configuration and is subsequently

treated as an external field source. The assumed magnetic

structure is then allowed to relax, via a conjugate gradient

path, to a new minimum-energy configuration from which

the stray field is recalculated. The process is repeated until

the energy difference between that before and after the mini-

mization is within some specified tolerance. Further discus-

sion of the numerical method can be found in Ref. 11.

The disk material properties are taken to be those of iso-

tropic permalloy, as mentioned in the Introduction. More

specifically, the saturation magnetization value of 1 T and

exchange stiffness constant of 1.3!10"11 J/m are used in

the calculation. These parameters give the exchange length

of 5.7 nm. In this paper, the exchange length is defined as

Lex#!A/kd where kd#Js
2/2$0 is the stray field constant

with Js#!Js! being the magnitude of the magnetization vec-
tor. The disk diameter is varied from 50 to 500 nm and the

thickness from 5 to 200 nm. The notation used to specify the

disk size is best illustrated by an example: D200R10 means a

disk with a diameter of 200 nm and diameter-to-thickness

ratio d/t of 10. Also, to facilitate the discussion below, a

Cartesian coordinate system is introduced with the x axis

oriented along the applied field direction; the z axis is the

disk normal.

III. MAGNETIC CONFIGURATIONS

Before the numerical results are presented, it is important

to introduce each of the different magnetic configurations

encountered during the magnetization processes, for this

knowledge is needed to understand the stability of the spin

arrangement against the applied external field and for the

simple reason of giving a visual link between the pattern and

its name. In this section, a brief discussion of the magnetic

structures is presented. A more detailed description can be

found in another paper.12

Figure 1 shows a representative of each of the different

FIG. 1. !Color" Magnetic configurations observed in submicron permalloy disks. The notation such as D200R20 is used to specify the
disk size. For example, D200R20 means that the disk diameter is 200 nm and its diameter-to-thickness ratio d/t is 20. On the bottom

right-hand corner of each configuration is the corresponding spread function SF value. !a" Onion state seen in D200R20 at 10 mT, !b"
out-of-plane vortex state in D400R10 at zero field, !c" in-plane vortex state in D100R1 at zero field, !d" twisted onion state in D200R2 at 162
mT, !e" C state in D200R20 at zero field, and !f" S state in D500R30 at 4 mT field.
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nent of the new vortex is a ‘‘dip’’ in the perpendicular
component of the magnetization, mz, that forms close to
the vortex core [10,23] as the vortex is distorted;
cf. Fig. 3(b). The formation of this out-of-plane component
is due to the tendency of the system to reduce the exchange
energy connected with the strong inhomogeneity of the in-
plane magnetic structure: as the mx ! 0 and the my ! 0
isosurfaces approach each other, the distance over which
the magnetization changes its in-plane direction by 90" is
reduced to only a few nanometers. The system circumvents
the formation of such a strongly inhomogeneous structure
by rotating the magnetization out of the plane. While the
exchange field is responsible for the formation of a pro-
nounced out-of-plane component in a distorted vortex
structure, it is the magnetostatic field of the vortex core
that is decisive for the direction into which this out-of-
plane dip develops. In the close vicinity of the vortex core,
there is a strong dipolar field originating from the core.
This field provides a bias into the opposite direction of the
vortex core magnetization. As shown on the cutline in
Fig. 3(a), the dipolar field of the core affects the magnetic

structure on a ring around the vortex core, leading to a
negative ‘‘halo’’ of the mz component around the core [24].
The simulations yield that the vortex core gives rise to a
negative perpendicular field component of about 200 mT in
the region where the dip develops [25].

The simulations further show that the pair-creation me-
diated vortex core reversal mechanism is insensitive to
variations in particle shape or size. The same reversal
process occurs as well in elliptical and square submicron
sized magnetic thin-film elements. The process also does
not seem to depend on the value of the damping coefficient
! used in the Landau-Lifshitz-Gilbert equation [26]. Only
the characteristics of the required field pulse depend on the
individual sample properties. These results suggest that the
field-pulse induced generation and the subsequent annihi-
lation of magnetic vortex-antivortex pairs is a general
property of magnetic vortices. In view of this general
nature of the process, we assume that the pair-creation
mediated core reversal could also be initiated by electric
current pulses [23] or by laser pulses [27].

We found that the field-pulse induced core switch in our
disk-shaped sample occurs for well-defined combinations
of the applied pulse’s duration and strength. The influence
of these two parameters is shown in Fig. 4 for a 20 nm
thick, 200 nm large Py nanodisk. This diagram was ob-
tained by varying the pulse width " in steps of 2.5 ps for
t ! 0 ps to t ! 20 ps and in steps of 10 ps thereafter. The
pulse maximum was varied in increments of 5 mT. The
precise position of the boundaries in the diagram is difficult
to determine because they (weakly) depend on the size of
the discretization cells. These variations in the critical field
result from the mesh dependence of the Bloch point nu-
cleation [15]. The operating field range is relatively nar-
row: While too low fields do not cause the core to switch,
too high fields give rise to sequences of multiple pair

 

FIG. 4 (color online). Switching diagram for the pulse parame-
ters leading to a toggle switch of the vortex core in a 100 nm
radius and 20 nm thick Py disk. The pulse duration is quantified
by its width " and the strength by its maximum value. The cell
size was 3 nm. It was varied by #0:7 nm at 80 mT=20 ps
(diagram edge), giving a variation in the field required to switch
the core of $5:0 mT for 2.3 nm cells and %5:6 mT for 3.7 nm
cells.

 

FIG. 3 (color). Topography of mz during the core switching
process. (a) Static equilibrium. The cutline on the upper right
shows the small negative dip in mz near the core. (b) Formation
of a large negative dip of mz. The cutline goes along the diameter
through the vortex core and the adjacent dip. (c) Pair creation
leads to two separate points with mz ! %1. (d) The original
vortex core annihilates with the new antivortex. (e) Spin waves
are emitted after the annihilation. Finally, a vortex core with
opposite polarization remains (f). The insets on the lower left
show the x component of the magnetization (red: mx ! 1, blue:
mx ! %1). The times are relative to the pulse maximum.
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Ferromagnetic materials in confined geometries typi-
cally form domain structures that close the magnetic flux
[1]. In the center of such flux-closure structures there is a
region of only a few nanometers in size known as a
magnetic vortex, where the magnetization circulates
around a core [2–4]. In the vortex core, the magnetization
points out of the vortex plane, thereby preventing a singu-
larity of the exchange energy density. Owing to the dra-
matic improvement in the spatial resolution of magnetic
imaging techniques, it has recently become possible to
directly observe the nanometric region of the vortex core
[3] and to study vortex dynamics [5–8].

In analytical models for vortex dynamics [9], the core is
usually assumed to be a rigid magnetic structure that
remains unchanged when its position is shifted, e.g., under
the influence of an external field. The high structural
stability of vortex cores results from the strong exchange
interaction. Nevertheless, recent studies have shown that
the internal magnetic structure of a vortex core can be
modified temporarily by magnetic fields applied in the
film plane [10–12]. Short of its annihilation with an anti-
vortex [13], the most drastic possible modification of a
magnetic vortex structure is the reversal of its perpendicu-
lar core, i.e., the switching of the vortex polarization.

A field-driven switching of the vortex polarization has
been shown to be possible by applying a static magnetic
field [14,15] perpendicular to the vortex plane, thus
‘‘crushing’’ the vortex core and reestablishing it in the
opposite direction. This process requires field strengths
of the order of 500 mT. Such a large field value indicates
that a high energy barrier must be surmounted to switch a
magnetic vortex core. This high barrier ensures high ther-
mal stability, which in combination with their well-defined
orientation and their extremely small size makes vortex
cores interesting candidates for binary data storage [16].
The first demonstration that vortex cores can also be
switched by low-amplitude in-plane magnetic fields [17]
has been provided only very recently [8]. In the experiment

of Ref. [8], short oscillating magnetic field pulses of low
amplitude were used, tuned to the gyrotropic resonance
frequency of the system [5]. The gyrotropic frequency
depends on the particle size and shape and is typically in
the order of a few 100 MHz. A weak oscillating resonant
magnetic field induces a rotation of the vortex on a sta-
tionary orbit. Exploiting the sense of rotation, it was dem-
onstrated that the vortex core reversal can be triggered with
weak sinusoidal field pulses of about 4 ns duration and
strength of about 1.5 mT [8].

We have studied the dynamics of vortex core reversal
with micromagnetic simulations using a fully three-
dimensional finite-element algorithm based on the
Landau-Lifshitz-Gilbert equation [18]. Our simulations
show that the time scale required for a vortex core reversal
is not limited by the relatively slow gyrotropic resonance
frequency: A vortex core reversal process can also be
triggered by a nonresonant, unipolar, and very short field
pulse (below 100 ps) of moderate strength (!80 mT)
applied parallel to the film plane of, e.g., a submicron sized
Ni81Fe19 (Permalloy, Py) disk (Fig. 1). In this study we also
provide a detailed description of the transformation under-
gone by the vortex during this process: The core reversal
occurs through a sequence consisting of a vortex-
antivortex pair creation, followed by an annihilation pro-

 

FIG. 1 (color online). Schematics of a field-pulse driven vortex
core switching. The vortex core magnetization can be switched
by a short magnetic field pulse applied in the film plane. This
switching process requires only 40–50 ps.
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around a core [2–4]. In the vortex core, the magnetization
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imaging techniques, it has recently become possible to
directly observe the nanometric region of the vortex core
[3] and to study vortex dynamics [5–8].

In analytical models for vortex dynamics [9], the core is
usually assumed to be a rigid magnetic structure that
remains unchanged when its position is shifted, e.g., under
the influence of an external field. The high structural
stability of vortex cores results from the strong exchange
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opposite direction. This process requires field strengths
of the order of 500 mT. Such a large field value indicates
that a high energy barrier must be surmounted to switch a
magnetic vortex core. This high barrier ensures high ther-
mal stability, which in combination with their well-defined
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cores interesting candidates for binary data storage [16].
The first demonstration that vortex cores can also be
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frequency of the system [5]. The gyrotropic frequency
depends on the particle size and shape and is typically in
the order of a few 100 MHz. A weak oscillating resonant
magnetic field induces a rotation of the vortex on a sta-
tionary orbit. Exploiting the sense of rotation, it was dem-
onstrated that the vortex core reversal can be triggered with
weak sinusoidal field pulses of about 4 ns duration and
strength of about 1.5 mT [8].

We have studied the dynamics of vortex core reversal
with micromagnetic simulations using a fully three-
dimensional finite-element algorithm based on the
Landau-Lifshitz-Gilbert equation [18]. Our simulations
show that the time scale required for a vortex core reversal
is not limited by the relatively slow gyrotropic resonance
frequency: A vortex core reversal process can also be
triggered by a nonresonant, unipolar, and very short field
pulse (below 100 ps) of moderate strength (!80 mT)
applied parallel to the film plane of, e.g., a submicron sized
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Spin waves

• Given the static, spatially uniform, saturated magnetization state, it is natural to consider the 
nature and properties of small-amplitude perturbations of the saturated state.

• These perturbations will be solutions of an equation that is obtained by linearizing the LLG 
equation around the saturation state.

• The Kittel mode is just one of these solutions, with the property of being spatially uniform; 
spatially non-uniform solutions analogous to the Kittel mode, in the sense that they too depend 
on the geometrical shape of the particle but are independent of absolute dimensions, are 
termed magnetostatic modes.

• There also exist wave-like solutions to the linearized equations, characterized by a wave-vector 
and a well-defined dispersion relation: these solutions are termed spin waves.

• The simplest situation occurs for bulk spin waves in extended media, where boundary 
conditions play a negligible role. 

• Substantial deviations from this behavior occur in confined media (e.g., thin films, multilayers, 
etc.) due to the dominant role played by boundary conditions. 

• When the wavelength is long enough with respect to the exchange length, one can neglect 
exchange interaction: the result are so-called magnetostatic waves.

• When exchange interaction becomes important, one has exchange waves.



• Spheroidal object with polar axis along the z 
direction; crystal anisotropy is neglected

• Demagnetizing factors are:   
• External dc magnetic field is applied along z axis
•                  is a stable equilibrium orientation for the 

magnetization 

• We consider plane-wave perturbations with 
wave-vector q:  

• Boundary effects are neglected (this is an 
acceptable approximation if 1/q << L, where 
L is typical linear dimension of the object)

• Damping effects are neglected
• We assume that q lies in the x-z plane (this 

is no restriction since problem is invariant 
with respect to rotations around z axis)

Spin waves
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To understand how we can arrive at this

conclusion, let us consider that the catastrophe set is

characterized by the fact that both the first and second

derivative of gL with respect to ! vanish. In fact, this is

the condition indicating that one minimum and one

maximum are merging and disappearing, giving rise to a

marginally stable state ( an horizontal inflection point

). The condition $gL/$! = 0 gives the equation

h h
!

" =
sin cos

||

# #
1

(Eq. 8.8)

By deriving once more with respect to !, we obtain the

condition $2gL/$!2 = 0 in the form

h h
!
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3 3 0
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(Eq. 8.9)

By eliminating in turn h# and h || from Eq. 8.8 and Eq. 8.9, we obtain the following parametric

representation of the catastrophe set :
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! represents the orientation of m  for the state becoming marginally stable at the point considered. By

eliminating !, Eq. 8.10 can also be written as

h h! + =
2 3 2 3 1/

||

/
(Eq. 8.11)

Fig. 8.2 - Control plane of coordinates h|| and h#.
The shaded region is the astroid defined by Eq.
8.10. Examples of the dependence of the system
energy gL (Eq. 8.7 ) on !  at different points in
control space are shown.

Thermal fluctuations in single-domain nanoparticles

Astroid behavior is fingerprint of single-domain 
character of magnetization in the nanoparticle

W. Wernsdorfer et al.,
Phys. Rev. Lett. 78, 1791 (1997)VOLUME 78, NUMBER 9 P HY S I CA L REV I EW LE T T ER S 3 MARCH 1997

where t0 (inverse of the attempt frequency) depends on
several parameters as, e.g., the damping and the tem-
perature [5]. For simplicity, we supposed a constant
prefactor t0.
For the experiments, it is often more convenient to

study the magnetization reversal by ramping the applied
field at a given rate and measuring the field value as soon
as the particle’s magnetization switches. In this case,
thermal activation leads to a distribution of switching
fields initially evaluated by Kurkijärvi [13]. The mean
switching field Hsw is given by

Hsw ⇧ H0

Ω
1 2

∑
kT
E0

ln
µ

cT
y´a21

∂∏1⌅aæ
, (4)

where c ≠ kH0⌅⇥t0aE0⇤ and y is the field sweeping rate.
The width of the switching field distribution is given by

s ⇧ H0
1
a

µ
kT
E0

∂1⌅a∑
ln

µ
cT

y´a21

∂∏⇥12a⇤⌅a

. (5)

In order to test the validity of the Néel-Brown model,
we studied nanosized Ni, Co, and Dy particles (15–
30 nm) synthesized by arc discharge [14]. According
to transmission electron microscope observations, these
particles are single crystalline with a surface roughness
of about two atomic layers, and they are encapsulated
in either carbon graphitic shells or amorphous carbon
protecting them very efficiently against oxidation [14].
We used a planar Nb micro-bridge-dc SQUID (of 1 to

2 mm in diameter) on which we placed a ferromagnetic
particle. The SQUID detected the flux through its loop
produced by the sample’s magnetization. Because of the
close proximity between sample and SQUID we had a very
efficient and direct flux coupling. In this configuration,
we could detect magnetization reversals corresponding to
104 mB [15]. In order to place a nanoparticle on the
SQUID detector, we dispersed the particles in ethanol by
ultrasonication. Then we placed a drop of this liquid on
a chip of about a hundred SQUIDs. When the drop was
dry the nanoparticles stuck on the chip due to van der
Waals forces. Only in the case when a nanoparticle fell
on a microbridge of the SQUID loop, the flux coupling
between SQUID loop and particle was strong enough to
be detected. After the magnetization measurements, we
finally determined the position and size of the nanoparticles
by scanning electron microscopy (SEM).
In this Letter, we focus on an ellipsoidal Co particle

with a fcc crystalline structure and a diameter of 25 6
5 nm (see Fig. 1). In order to study the domain structure
and the reversal mode of this nanoparticle, we measured
the angular dependence of hysteresis loops. The magnetic
field was applied in the plane of the SQUID. The
hysteresis loop was reversible up to the switching field,
the external field value where the magnetization of the
particle flips in the opposite direction. This switching
was in all cases faster than out time resolution of 100 ms.
Figure 1 shows the angular dependence of the switching
field. As the easy axis of magnetization of the particle

FIG. 1. Angular dependence of the switching field of an
ellipsoidal Co nanoparticle (25 6 5 nm in diameter) deposed
on a microbridge. The arrow indicates the direction of the
applied field chosen for the waiting time measurements in
Fig. 2 and for the switching field measurements in Figs. 3–
5. For the telegraph noise measurements in Fig. 6, a high field
in the Hy direction was applied. Inset: SEM photo of the Co
particle on the microbridge (white spot).

did not lie in the SQUID plane, we chose the following
orientation of the field: Hx and Hy are in the SQUID plane
so that the Hx direction is parallel to the in-the-SQUID-
plane-projected easy axis; i.e., the Hy direction of the
applied field is perpendicular to the easy axis. The angle
u is measured between the Hx direction and the applied
in-plane field (see Fig. 1). By applying an additional
constant field perpendicular to the SQUID plane, we
found that the easy axis of magnetization of the particle
was out of the SQUID plane by about 20±. The angular
dependence of Hsw compared favorably with the model of
magnetization reversal by uniform rotation in the presence
of two anisotropy axes [16]. A detailed discussion of
these results is presented elsewhere [17].
After having characterized the static magnetic proper-

ties, we studied the stochastic character of the switching
field by waiting time, switching field, and telegraph noise
measurements. Via the waiting time measurement we
had direct access to the switching probability. At a given
temperature, the magnetic field was increased to a waiting
field Hw which was close to the switching field. Then, we

FIG. 2. Probability of not switching of magnetization as a
function of the time at different applied fields at 4 K and for
u � 12±. Full lines are fits to the data with an exponential
[Eq. (2).]
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FIG. 6. Telegraph noise measurements for three temperatures
and m0Hy ≠ 396.2 mT.

We performed similar measurements on several nano-
sized Ni, Co, and Dy particles and found always a good
agreement with the Néel-Brown model. However, we
systematically observed a disagreement with the Néel-
Brown model for particles with antiferromagnetic compo-
nents (due to, e.g., oxidation) or ferrimagnetic materials.
In these cases, the probability of not switching was flatter
than exponential at low temperature (typically T , 1 K)
and steeper at higher temperatures [8,9]. Furthermore,
the width of the switching field distribution increased for
lower temperatures. We believe that the magnetization
reversal of these particles is influenced by spin frustration
of noncompensated spins at the interface between the fer-
romagnetic core and the antiferromagnetic surface layers
or at the surface of a ferrimagnetic particle. This spin
frustration could differ slightly from one hysteresis loop
to another, thus producing slightly different energy bar-
riers. This effect is less important at higher temperature
when the thermal energy is much larger than the energy
barrier variations, whereas at low temperatures this effect
may flatten the probability of not switching and increase
the width of the switching field distribution. Furthermore,
magnetization reversal may be influenced by a reduction
of the spin frustration, hence by a relaxation of the energy
barrier. This relaxation is thermally activated, i.e., slower
at lower temperatures. This effect may be at the origin
of the probability of not switching being steeper than ex-
ponential at higher temperatures. Similar ideas were dis-
cussed in Ref. [8] and [20].
In conclusion, we studied the magnetization switching

of individual ferromagnetic particles and observed for the
first time the Arrhenius behavior of the switching rate in
the temperature range between 0.2 and 6 K. This study
has shown the ability of studying the intrinsic magnetiza-
tion behavior of a single nanoparticle. Our ultimate goal
is to study the field and temperature dependence of the
prefactor t0 of Eq. (3). The quality of the particles stud-
ied makes feasible the search for a possible macroscopic
quantum tunneling of the magnetization [21].

We acknowledge the contributions of B. Pannetier and
T. Crozes (CRTBT-CNRS), L. Gunther and the help of D.
Boivin (OM-ONERA) for the SEM observations.
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To understand how we can arrive at this

conclusion, let us consider that the catastrophe set is

characterized by the fact that both the first and second

derivative of gL with respect to ! vanish. In fact, this is

the condition indicating that one minimum and one

maximum are merging and disappearing, giving rise to a

marginally stable state ( an horizontal inflection point

). The condition $gL/$! = 0 gives the equation

h h
!

" =
sin cos

||

# #
1

(Eq. 8.8)

By deriving once more with respect to !, we obtain the

condition $2gL/$!2 = 0 in the form

h h
!

+ =
sin cos

||

3 3 0
" "

(Eq. 8.9)

By eliminating in turn h# and h || from Eq. 8.8 and Eq. 8.9, we obtain the following parametric

representation of the catastrophe set :

h

h

! =

= "

sin

cos||

3

3

#

#
(Eq. 8.10)

! represents the orientation of m  for the state becoming marginally stable at the point considered. By

eliminating !, Eq. 8.10 can also be written as

h h! + =
2 3 2 3 1/

||

/
(Eq. 8.11)

Fig. 8.2 - Control plane of coordinates h|| and h#.
The shaded region is the astroid defined by Eq.
8.10. Examples of the dependence of the system
energy gL (Eq. 8.7 ) on !  at different points in
control space are shown.

Slonczewski astroid
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THE END

GOOD LUCK !


